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Network Calculus-based Routing and Scheduling in
Software-defined Industrial Internet of Things

Luyue Ji, Wenjie Wu, Chaojie Gu, Jichao Bi, Shibo He, Zhiguo Shi
The State Key Laboratory of Industrial Control Technology
Zhejiang University, Hangzhou, China
{july_fish, wuwenj, gucj, jonny.bijichao, s18he, shizg}@zju.edu.cn

Abstract—With the emergence of Industry 5.0, it is significant
to enable efficient cooperation between humans and machines in
the Industrial Internet of Things (IIoT). However, achieving real-
time and reliable transmission of data flows deriving from time-
sensitive applications in IIoT remains an open challenge. In this
paper, we propose a three-layer software-defined IloT (SDIIoT)
architecture to enable multiple industrial services and flexible
network configuration. In particular, when network services
change frequently in SDIIoT, the delay of the control plane
has a great influence on the end-to-end delay of data flows. To
address this issue, we portray two different service curves of
OpenFlow switches to adapt to dynamic network status based
on Network Calculus (NC). To elevate resource efficiency and
comply with friendly environments, we minimize the total worst-
case network cost under strict resource constraints and trans-
mission requirements by exploiting the joint flow routing and
scheduling algorithm (JFRSA). Our numerical simulation results
demonstrate the effectiveness and efficiency of our solution.

Index Terms—Network calculus, Industrial Internet of Things,
Software-Defined Networking, network configuration, routing

I. INTRODUCTION

Industry 5.0, the new generation of the value-driven indus-
trial revolution, aims to establish a sustainable, human-centric,
and resilient industry [1]. It focuses on enabling creative
human experts to collaborate with efficient and precise ma-
chines with emerging technologies [2], e.g., Internet of Things,
artificial intelligence, digital twin. The human-machine col-
laboration requires reliable and low latency data interactions.
Thus, Industry 5.0 poses stringent performance requirements
for the industrial Internet of Things (IIoT) system [3].

On the one hand, in order to improve the connectivity and
manageability of the IIoT system, software-defined networking
(SDN) is applied for enabling multi-service communication,
flexible equipment control, and orchestration. SDN decouples
the network’s control plane and data plane, which offers
flexible, dynamic, and programmable functionality of the IIoT
system. The software-defined industrial Internet of Things
(SDIIoT) allows runtime network configuration and provides
application-dependent Service Level Agreements (SLAs). On
the other hand, time-sensitive applications are increasingly
available in Industry 5.0. It is important to ensure they have
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under Grant 2018 YFB1702100, the National Natural Science Foundation of
China under Grant U1909207, the State Key Laboratory of Industrial Control
Technology, Zhejiang University, China (No.ICT2022A01), and the Major
Key Project of PCL under Grant PCL2021A09.

guaranteed end-to-end (E2E) delay, a crucial parameter of
Quality of Service (QoS). Previous studies adopted Queuing
theory (QT) [4] for network E2E delay analysis. However, QT
assumes that the network is in a steady state to quantitatively
describe the network features. The analytical results computed
by QT only reflect the average rather than the upper bound of
the network E2E delay, which means QT is not applicable for
time-sensitive applications. To address the issue, researchers
proposed to use Network Calculus (NC) [5] to precisely
calculate the upper bound of the E2E network delay. NC
models the arrival curve of network traffic and the service
curve of network servers to portray the flow behavior of
network elements. With the assistance of the arrival curve and
service curve, we can calculate the upper bound of the delay
and the backlog bound of flows on SDN switches, which can
further guarantee service reliability and real-time performance.

However, existing studies on NC do not investigate the
impact of control plane delay in an SDN system. Compared
with the data plane delay, the control plane delay is negligible
when the number and types of services are stable. In practice,
when network services change frequently, it costs the SDN
controller extra time to re-compute and update flow tables
when a new flow enters the network. The SDN switch drops
many packets due to the mismatch in its out-of-date flow table,
and thus exhibits a non-constant pattern in its service curve.
Therefore, the network controller cannot accurately estimate
the service rate and the upper bound of the E2E delay using
NC, and fail to schedule the time-sensitive services.

To this end, in this paper, we consider states of network
services, i.e., packet hit and loss, and characterize the cor-
responding service curves in SDN switches to accurately
estimate the upper bound of the E2E delay. We further design
an NC-based routing and scheduling scheme for SDIIoT. Since
time-critical applications occupy plenty of network resources,
we jointly optimize the routing and scheduling strategies of
multi-service flows to minimize the total network costs, subject
to resource constraints and delay constraints. We propose a
heuristic algorithm to solve the objective problem and verify
its efficiency using simulation with multiple metrics. The main
contributions of this work are summarized as follows:

o Exploiting SDN’s logical centrality and programmability,
we propose an SDIIoT system architecture to support
multiple industrial services with diverse priorities and
SLAs.



o Considering that the packet forwarding process has dif-
ferent states (i.e., hit or loss), we formulate corresponding
service curves of the SDN switch to accurately estimate
the upper bound of the E2E delay for time-sensitive
services.

e We propose a low-complexity heuristic routing and
scheduling algorithm for time-sensitive services to mini-
mize the network cost of an SDIIoT system with limited
resources.

The rest of this paper is organized as follows. §II reviews
the related literature. §III presents the system model of the
proposed SDIIoT architecture. §IV formulates the optimization
problem and designs a heuristic algorithm. §V evaluates the
performance of the proposed algorithm. §VI concludes this

paper.

II. RELATED WORK

A. Model optimization on device service curves

A novel NC-based approach is demonstrated [6] to model
SDN-based devices despite their increased complexity. Specif-
ically, fundamental modules of SDN devices are modeled
and combined into a single model, which achieves modeling
a maximal amount of devices with a minimal number of
measurements. Geyer et al. [7] extended Tandem Matching
Analysis through coupling graph-based neural networks with
NC to achieve almost constant execution times and lower
maximum relative error. Deterministic NC model, distance
graph, and resource residual graph for the SDN network
are implemented [8] to improve the network performance.
Furthermore, the hierarchical token-bucket queuing discipline
is applied to output ports to manage bandwidth resources
and the E2E QoS routing algorithm was implemented in
Mininet [8]. Koohanestani et al. [9] estimate the delay bound
using service curves according to the similarities between the
caches and flow tables in OpenFlow switches.

B. E2E communication network performance optimization

For industrial scenarios, the worst-case E2E network delay
performance is crucial to realize industrial time-critical ap-
plications. Bouillard [10] computes deterministic performance
bounds in FIFO networks using NC and proposes a new
algorithm based on linear programming contributing to a
trade-off between accuracy and tractability. Zhao et al. [11]
propose an extensional timing analysis method in Time-
Sensitive Networking (TSN) to obtain the credit bounds for
multiple classes of flow with frozen and non-frozen behaviors
of credit during guard band. Combining credit-based shaper
and strict priority, latency upper bound is portrayed [12] for
industrial automation scenario based on NC for the specific
QoS-based shaping mechanism of TSN. A service discipline
of dynamic bandwidth scheduling within OpenFlow switches
is proposed in SDN [13] to dynamically allocate data rates to
flows regarding QoS.
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Fig. 1. The software-defined industrial Internet of Things (SDIIoT) system.

III. SYSTEM MODEL
A. Arrival curve

As shown in Fig. 1, the SDIIoT system architecture has
three layers, i.e., the perception layer, transport layer, and
application layer. In particular, industrial equipment senses
or generates data in the perception layer. The service flows
traverse the SDN network in the transport layer and various
industrial services are implemented in the application layer. An
SDN network topology (G) is considered with N OpenFlow
switches and a set of token-bucket [14] service flows (F)
with specified features and transmission requirements. In the
token-bucket algorithm, when a packet of size a has to be
forwarded, a tokens are removed from the token bucket. If
there are not enough tokens in the bucket, the switch will
drop the packet. The network is modeled as a directed graph
G(V, L), which consists of a set of nodes V and a set of links
L. The set £ is composed of multiple ordered pair of nodes
(u,v), Yu,v € V and u # v. We define that N = |V| is the
number of nodes and (u,v) is the directed physical link from
node u to v. The service flow set F = {f1,..., fi, .., fm}
is composed of M flows. Specifically, we define a 7-tuple to
describe a service flow f;, i.e., (s;,d;,7i,bi, Diypi, Type;),
which respectively denotes the source node, destination node,
arrival rate, burst size, delay bound requirement, priority,
and service type. In particular, every flow f; is token-bucket
constrained (r;,b;). It exhibits that r; is the maximal long-
term arrival rate of data and b; is the maximal amount of data
that arrives simultaneously. The arrival curve of each flow is
expressed as

(673 (t) :T1t+b1, Z:LQ,,M (1)

According to the aggregation property, if there are I token-
bucket flows concurrently reaching the same ingress on a
switch, the arrival curve of the aggregated flow can be ex-
pressed as

1

a(t):Zai(t):Zrit—i—Zbi. 2)

i=1

However, the collision occurs when two or more flows are
simultaneously sent to the same egress. In order to reduce
the collision between services, we create () virtual queues for



each link (u,v) and schedule these flows through jointly ex-
ploiting the priority queuing (PQ) and first-in-first-out (FIFO)
scheduling. The low-priority flow is transmitted when there is
no flow in the high-priority queue. Fig. 1 shows that Queue 1
has the highest priority. The flows in the Queue are transmitted
according to FIFO rule. We denote (u, v, q) as the gth virtual
queue of physical link (u,v). The used bandwidth and buffer
M

> x; (u,v,q)r; and

i=1

of virtual queue (u,v,q) is rypq =

M
buvg = D x;i(u,v,q)b;, respectively. If the ith flow is

=1
buffered at virtual queue (u, v, q), x; (u,v,q) = 1. Otherwise,
Ty (U7 v, q) =0.

B. Service curve

Each network element can be regarded as a server that
provides services at a certain rate in the NC framework. The
rate-latency service curve of the OpenFlow switch is expressed
as [5]

Bn(t)=Rp[t—T,", n=1,2,..,N, (3)

where T, is the latency until the server becomes active and
R, is its minimal service rate after this latency. Considering
non-preemptive PQ scheduling, the transmission of a packet is
not interrupted once it has begun. Therefore, the service curve
for priority Queue ¢ is expressed as

Q

buyv,j _ 2lmax

1

)

“4)
where R, , denotes the overall capacity of the link (u,v)
and [™?* represents the maximum packet size of flows. Thus,

qg—1
Buwa ) = | | Ruw =D Tuwi | 1=
j=1

J

q—1
(Ruw — . Tuwy), the difference between the link capacity

j=1
and the total bandwidth used by higher priority flows, de-

notes the available bandwidth of virtual queue (u,v,q). The
q—1
(D7 by,u,;j+20™>¥) represents the maximum burst size that this
j=1
queue may have buffered. Specifically, 2™ is derived from

non-preemptive PQ scheduling and store-and-forward behavior
of switches.

When a flow traverses two switches (with the service
curves ; and () by sequence, the concatenation of two
switches, denoted by 3, offers the service curve with min-plus
convolution [5]

B(t)=p5®pB2(t) = ll"ifg (Br(s) +B2(t—15)), (5)

0<s<t

where ® is min-plus convolution. The aggregated service
curve has several properties, including associativity, commu-
tativity, and distributivity.

The process of packet forwarding in an SDN architecture
is shown in Fig. 2. The network is decoupled into a control
plane and a data plane. The Ryu controller [15] in the control
plane exchanges data with the Open VSwitch (OVS) [16]
in the data plane through the OpenFlow protocol. The core
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Fig. 2. The process of packet forwarding in an SDN architecture.

components of the OVS switch include ovs-vswitchd, ovsdb-
server, and Kernel Datapath, which forwards packets according
to flow table rules from the controller. The ovs-vswitchd
module reads the configuration information in the ovsdb-server
module at startup, and then configures the datapaths in the
Kernel Datapath module. Each datapath owns multiple vports,
which are set up by associating flow tables.

When a packet enters the network, the corresponding dat-
apath will first parse the packet header to obtain the source
node IP, destination node IP, MAC source address, priority, and
other information of the packet. The packet is then matched
against the flow table in ovs-vswitchd. If a matching entry is
found, the corresponding action (e.g., forward, enqueue, drop,
and modify-field) is performed on the packet (steps D@®@®).
At the same time, ovs-vswitchd will back up this flow entry
to the Kernel Datapath, so that flows of the same type directly
perform actions in the Kernel, thereby reducing the matching
time (step ®). If the match fails, ovs-vswitchd sends the
whole packet or its header to Ryu controller through Packet-In
message. The Ryu controller computes a rational forwarding
strategy relying on the global network topology and network
state information, and returns the result to ovs-vswitchd (steps
@®@®). Finally, the datapath forwards the packet to the egress
queue according to the flow table rules (step @). Therefore,
when a packet enters the switch node, the service curve of
the switch varies due to the freshness of this packet. We
portray these two different service curves in the following two
situations.

1) Hit: As mentioned above, only the steps @@®@® are
performed when a matching entry is found. It signifies that
the only factor that affects the service rate of the flow in
switches is the latency caused by flow table matching and
action execution. The service curve of OpenFlow switch is
Bhit = Bre @ Bu,v,g» Where Ty, is the delay caused by the
match-and-action.

2) Loss: The controller determines the scheduling strategy
by considering the current network status and the transmission
requirements of this flow if there is no matching entry. Then,
three additional processes will be added, including the two-



way communication between the switch and the controller,
strategy generation, and flow table installation. The service
curve of OpenFlow switch is Bjoss = Br,; @ Br,., @ Buw.g
where 7,,; represents the time costed by requesting, comput-
ing, and installing new flow table entries. It is worth noting
that matching, action, new flow table installation are related
to the performance of the device. Hence, the delay can be
regarded as a constant, which is expressed as a delay function
57’ (t) = 400 1{t2‘r}~

C. End-to-end delay model

If a a-constrained flow is served in network element with
service curve S3(t), the delay bound [14] is the maximum
distances between the two curves in the vertical directions,
h(a,B) = % + T'. The E2E delay bound of a specific flow is
the total worst-case delays of the servers on its path. We define
path; = {(ut, v}, q}), ..., (uf,, v} ,qi )} is the path of flow
fi» where L; denotes the length of path;. Hence, according
to the concatenation and pay-burst-only-once principle, the
worst-case E2E delay of flow f; is bounded by

d; = Z (T':;, v, q )
(u,v,q)Epath;
b;
fj€equal; (6)
+ - + deon,
qi—1
min Ry — Tuw,j
(u,v,q)Epath; { v j§1 u’w}
q;—1
(22 buw,+207%)
where Té vg = ]’— denotes the waiting time of

(Ruw— Z Tu,v,5)
j=1

flow f; in virtual queue (u,v,q), which is derived from (4).
T = Tme denotes the delay caused by flow table match in
one switch. If the flow arriving at the switch is new, 7 =
Tnf + Tma- The delays 7,,, and 7, are constants determined
by the hardware performance. A new set equal; is defined to
represent all flows which choose the same physical link (u, v)
as flow f; (i.e., zj (u,v,qx) = 1) does. The constant delay
dcon results from the packet propagation and processing.

IV. FORMULATION AND OPTIMIZATION

A. Problem formulation

In smart factories of Industrial 5.0, it costs plenty of
network resources to guarantee the real-time and reliability of
time-critical applications, such as human-machine interaction,
remote configuration, decision making, etc. Therefore, we aim
to minimize the total worst-case network cost (MWCNC) of
all services in our system, subject to five constraints, including
restricted distribution, flow conservation, link capacity, buffer
capacity, and delay limit. Due to limited physical network re-
sources, the objective function is the sum of link cost and node
cost (i.e., bandwidth consumption and buffer consumption).
We define w,. as the cost required to allocate unit bandwidth.
C\(+) denotes the cost function of resources required to buffer

burst on node u, which is a monotone increasing function.
Thus, our MWCNC problem is formulated as

minii

i=1 q=1

Z Xy (’LL, v, Q) riwe + Z Ty (U, v, q) Cu(bz)

(u,v)eL uey
(N

subject to

Q
Zmi (u,v,q) <1,V (u,v) € L,z; (u,v,q) € {0,1}, (8)
q*l

-1, ifv=s
ZZmluvq z; (v,u,q)] =1 1, ifv=d; ,
ueY g=1 0, otherwise
)
M Q
ZZ% (u,v,9)1i < Ry, ¥ (u,v) € L, (10)
i=1 g=1
M Q
Zle u,v,q)b; < By, Yu €V, (11)
i=1 g=1
d; < D;,Vi e F. (12)

The feasible region for optimization variable z; (u,v,q) is
given by constraints (8)-(12). Constraint (8) ensures that each
flow on the link (u,v) is assigned to at most one virtual
queue. Constraint (9) requires that the number of inflows
equals to the number of outflows on each node, excepting
s; and d;. Constraint (10) and (11) represent that the occupied
bandwidth and buffer cannot exceed the link capacity of (u,v)
and the node buffer capacity of u, respectively. Constraint (12)
guarantees the worst-case delay requirement for each flow.

B. Flow routing and scheduling algorithm

The proposed MWCNC problem is regarded as two inte-
grated selection problems, i.e., path selection for service flows
with different SLAs (routing) and queue selection for flows
with various priorities (scheduling). The delay-constrained
shortest path problem is NP-hard whereby our shortest routing
problem with a flow scheduling is still NP-hard [17]. Con-
sidering the surging of industrial flow and network size, we
propose a joint flow routing and scheduling algorithm (JFRSA)
by exploiting the natural aggregation algorithm (NAA) [18].

Resource contention occurs when two flows are waiting
to be forwarded on one egress. According to the QP prin-
ciple, only the flows with a higher priority affect the service
rate of other flows. In consequence, we divide the JFRSA
into several phases. As shown in Algorithm 1, flows first
are grouped by service type and sorted by priorities in the
subset Frype, € F (line 1). Afterwards, we reduce the
dimension of variables by constructing a map: (x,y) — Z,
where the auxiliary matrices x = [p1,p2,...,pH,s] and y =
[q1, 92, .., gs—1] respectively denote the path and queue of
specific flow in physical networks. It is noted that there is
usually a maximum number of hops (a fraction of the number
of nodes) for information transmission in a network. Hence,
H and (s — 1) are set as the maximum number of hops and



Algorithm 1 Joint flow routing and scheduling algorithm
(JFRSA)
Input: Set of network services F, physical network G (V, L).
Output: Path selection matrix X7y, (H41)» queue selec-
tion matrix Y (s—1)° minimum worst-case network cost
cr.

1: Classify flows by type (K subsets) and sort flows in

Fiype, by priority.
2: for all 7., € F do
3. for all f; € Fyype, do

4 Compute the optimal C;* by invoking NAA subject
to the constraints (10)-(12);
5: If constraints (8)-(9) are satisfied, flag = 1. Other-

wise, flag = 0;

6: while flag is FALSE do

7: Add Z;(x;,y:i)! = Zf(x{,y]) as a new constraint
to the original problem;

8: Recompute the optimal Z* based on NAA;

9: end while

10:  end for

11: end for

TABLE I
PARAMETER SETTING

Notion
Number of nodes, N
Number of flows, M

Value range
{50, 75, 100, 125, 150}
{60, 80, 100, 120, 140}

Capacity of the link(u, v) , Ry,o 200 Mbps
Buffer capacity of node v , By, 200 Mb
Delay bound requirement of f; , D; 200 ~ 400 ms

Arrival rate of f; , r; 6 ~ 8 Mbps

Burst size of f; , b; 4 ~ 6 Mb
Maximum packet size of flows , ["*** 1500 Byte

Constant delay , dcon 1 ~2ms

length of the path. For instance, x; = [3,5,7,8,0,0,4] and
vi = [1,2,2] indicate that the selected path of flow f; is
path; = {(3,5,1),(5,7,2),(7,8,2)}. Finally, we sequentially
compute the sub-optimal solution for all flows with various
types by invoking NAA (line 4-8). If there is no feasible
solution, the flow is denied access to the network. The time
complexity of JFRSA is O(M x (H + 1) x P), where P is
the product of the number of populations and the number of
iterations of NAA.

V. EVALUATION

We compare the performance of JFRSA using MATLAB
numerical simulation with multiple metrics, including average
cost, access ratio, running time, and utilization variance.
Specifically, we conduct the simulation on a laptop, with a
1.6 GHz CPU and 8 GB RAM. Unless otherwise stated, the
parameters used in the simulation are listed in Table I. In
addition, the cost function is regarded as an affine function,
exponential function, or staircase function according to diverse
scenarios.

We first evaluate the performance under different network
scales, business scales, and delay bound requirements. As
illustrated in Fig. 3(a) and 3(b), as the network scale expands,
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Fig. 3. Impacts of network scale and service scale on JFRSA performance.
(a) Average cost versus network size. (b) Access ratio versus network size.
(c) Average cost versus service scale. (d) Access ratio versus service scale.
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Fig. 4. Performance under various cost functions. (a) Average cost versus
network size. (b) Access ratio versus network size. (c) Average cost versus
service scale. (d) Access ratio versus service scale.

the average cost and access rate becomes smaller and larger,
respectively. This is because the SDIIoT system with abun-
dant available network resources simultaneously satisfies the
transmission requirements of more time-sensitive applications.
On the contrary, Fig. 3(c) and 3(d) depict that more network
services result in a larger average cost and a smaller access
ratio. This is mainly because the limited network resources
cannot support excessive network services resulting in some
services being denied access to the network.
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We use three types of cost functions (defined in §IV-A)
to evaluate the performance under different scenarios. The
affine function is Cy(x) o1 5,7 € [0,a2B,]. The
exponential function is defined as C'(z) = B1(exp(55-) —
1),z € [0,B2By,], and the staircase function is Cy(x) =
7@%]@ € [0,572B,]. We set a3 = 320, az = 0.1,
f1 = 186.23, B2 = 0.1, 1 = 64, v» = 0.02, and
B,, = 200, which are regulatory factors determined by the
physical network status. Fig. 4 depicts that under the identical
network scale and service scale, the application of the affine
function as the cost function obtains a superior routing and
scheduling scheme. The staircase function is the second, and
the exponential function is the worst. This demonstrates that
our algorithm is more suitable in which the cost function has
a linear trend.

Finally, we compare JFRSA with the shortest path and
sequential enqueueing based on the priority (SPSEP) algo-
rithm. SPSEP is derived from delay-constrained least-cost
routing [19]. It first computes the shortest paths of all service
flows, and then schedules the flows according to the priorities
if the constraints are satisfied. Fig. 5 demonstrates that the
proposed JFRSA achieves preferable performance in multi-
ple dimensions, including lower average cost, higher access
ratio, and smaller utilization variance. Note that the exhaus-
tive search of JFRSA results in more running time. JFRSA
trades real-time performance for computational accuracy and
resource efficiency. However, this concern can be mitigated
by the fact that the SDN controller can proactively compute
policies and install flow tables based on services prediction.

VI. CONCLUSION

In this paper, we studied the multi-flow routing and schedul-
ing in the SDIIoT system. Configuration of flow tables in
OVS switches causes the service delay due to the radically dy-

namic industrial environment and service flows. Therefore, we
respectively characterized OVS switch service curves in two
states of network services (packet hit and loss). In addition, we
formulated a worst-case network cost minimization problem
and proposed a heuristic algorithm to optimize the flow routing
and scheduling strategy. Numerical results showed the superior
performance of JFRSA.
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